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ABSTRACT
Document image binarization is a key process in many document
processing platforms. The DocEng’2020 Time-Quality Competition
on Binarizing Photographed Documents assessed the performance
of eight new algorithms and also 41 other “classical" algorithms.
Besides the quality of the binary image, the execution time of the
algorithms was assessed. The evaluation dataset is composed of 32
documents photographed using four widely-used mobile devices
with the strobe flash on and off, under several different angles of
capture.
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1 INTRODUCTION
The conversion of a color image into its black-and-white version is
called binarization or thresholding. Such a process is of paramount
importance in the pipeline of many document processing systems.
No binarization algorithm is good for all kinds of text document
images [11]. This competition focuses on the binarization of camera-
acquired text documents, the kind of document that is most often
photographed. The assessment performed using 32 text documents,
photographed under three slightly different angles, with four dif-
ferent models of hand-held cell phones, with their in-built strobe
flash on and off. Two quality measures were used: the proportion be-
tween the black-to-white pixels in the photographed to the scanned
binary version of the documents and an OCR-based transcription.
Besides the quality of the produced image, the binarization time is
of great importance to determine the applicability of a binarization
algorithm, thus this feature is also assessed here.
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2 PARTICIPANTS
Six teams enrolled in this competition, one of which submitted three
different binarization algorithms. They are listed in enrollment
order with the affiliation is of their first member:

(A) University of Groningen, The Netherlands (Sheng He
and Lambert Schomaker): This program is based on Tensor-
flow and the algorithm DeepOtsu [7]. The neural network is
trained to learn the degradations in document images and to
iteratively produce uniform images. The binarization map is
obtained through a global Otsu threshold.

(B) Hubei University of Technology, China (Wei Xiong,
Dichun Yang, Meihui Ai, Ling Yue, Lei Zhou, Min Li, Song
Wang): The rationale behind this method is: (1) a downsam-
pling operation decreases the spatial resolution of the feature
map; (2) the upsampling operation attempts to restore the
feature map leading to a texture smoothing. The dilated con-
volutional layer allows all the intermediate feature maps to
have exactly the same spatial resolution as its input. The
proposed hybrid dilation rate setting can maintain or even
increase each convolutional layer receptive field size, thus
effectively improving the segmentation accuracy.

(C) Sugarcube Information Technology Sàrl, Switzerland
Jean-Luc Bloechle: The Yin Yang binarization algorithm de-
tects the background of the original image using small over-
lapping windows. First, each window calculates its median
color using a quantized color palette. Then, the estimated
background image is generated by interpolating the com-
puted median pixels of the overlapping windows. Next, the
background image is subtracted from the original image, and
the resulting difference image is transformed into grayscale,
keeping only the lowest RGB component. A binarization is
done by Otsu’s algorithm. Detection and removal of small
isolated connected components is made.

(D) West Pomeranian University of Technology, Poland
(Hubert Michalak, Krzysztof Okarma): An approximation of il-
lumination distribution of the background is made by images
downsampling, yielding a loss of details related to shapes of
individual characters. After resizing the downsampled image
to the original resolution using the same kernel, the image
containing only the low-frequency information is obtained,
representing the approximated high-resolution background.
This image is subtracted from the original image, enhancing
the text data, followed by a simple increase in contrast and
logical negation.

(E) University of Alicante, Spain (Jorge Calvo-Zaragoza and
Antonio Javier Gallego): Image binarization is treated as a
two-class classification task at the pixel level. [4]. A Convo-
lutional Neural Networks is trained to label an input image
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pixel-by-pixel, taking into account its neighbors. Several
pixels can be processed at the same time, leading to higher
efficiency. A thresholding process converts the scores into
binary values.

(F) Universitas Syiah Kuala, Indonesia (Khairun Saddami):
Method iNICK: Extends theNICK binarizationmethod [20].

The image standard deviation is used to determine the 𝑘
value as 𝑘 = −𝜎/(255 − 1.5𝜎), where 𝜎 is the image stan-
dard deviation that represents the image contrast.

Method CNW: Combination of Niblack and Wolf [18]. The
threshold 𝑇 = (2𝑚 +𝑚𝑘 ((𝜎/𝑚) − (𝜎/𝑅) − 1))/2, where
𝜎 is the image standard deviation,𝑚 is the mean of local
window, 𝑅 is the maximum standard deviation, 𝑘 = 0.35.

Method CLD Combined the local adaptive and global thresh-
olding formulas, as described in [19].

(G) Traditional Algorithms Forty-one previously published
binarization algorithms have also been considered in the
analysis. Twenty-three of them are among the top ten in the
differentmeasures of quality analysis: Bataineh [1], Bernsen [2],
Bradley [3], DocDLink [28], DocUNet [12], Ergina-G [23],
Gattal [5], Huang [13], ISauvola [6], IsoData [26], JiaShi [8],
Li-Tam [10],Minimum[17],Moments [25], Nick [9], Otsu [16],
Prewitt [17], Sauvola [21], Singh [22], Su-Lu [24], WAN [15],
Wolf [27], Lu-Su [14].

3 TEST SET
The binarization of photographed documents is far more difficult
than scanned ones as the photo resolution varies between devices
and is non-uniform due to differences in the distance between the
document and the camera. It may also suffer interference from
external light sources and even non-uniform illumination from the
in-built strobe flash. This test set encompasses 32 documents that
are part of the DIB dataset (https://dib.cin.ufpe.br), obtained from
four different models of portable cell-phones (Motorola Moto Z2,
Apple Iphone 6, Apple Iphone SE, and Samsung Galaxy N4), whose
specifications are presented in Table 1. Besides the device model,
the documents in this set were clustered according to having the
in-built strobe-flash set as “on” or “off ”. Figure 1 presents samples
of the documents used in this test set.

Table 1: Summary of device camera specifications

Moto Z2 Iphone 6 Iphone SE Galaxy N4

Megapixels 12 8 12 16
Flash Dual led Dual led Dual led Dual led
Aperture size f/1.7 f/2.2 f/2.2 f/2.2
Sensor size - 1/3 inch 1/3 inch 1/2.6 inch
Pixel size 1.4 𝜇m 1.22 𝜇m 1.22 𝜇m 1.12 𝜇m

4 QUALITY EVALUATION METHODS
Two quality measures were used here to evaluate the performance
of the binarization algorithms. The first one compares the propor-
tion between the black-to-white pixels in the scanned and pho-
tographed binary documents [11] and is here denoted by 𝑃𝑒𝑟𝑟 . The

Figure 1: Samples of the images clustered by device (iPhone
6, iPhone SE, Moto Z2, Samsung Galaxy N4) and set-up of
the strobe flash (top-line “off”, bottom-line “on”).

second one made use of the Tesseract 4.1.1 OCR to transcribe the
documents and applies the Levenshtein distance (𝐿dist) to the cor-
rect number of characters in the document transcription (#char ).
Thus, the error rate is calculated as: [𝐿dist] = (#char − 𝐿dist)/#char.
The measures were ranked in the same way as in [12]. First, the
ranking for each measure is calculated for each document in a class.
Then, the summation of the rank order for all documents in the
class defines the final ranking. Visual inspection was applied to
check the consistency of the results obtained.

5 PROCESSING-TIME EVALUATION
The purpose of the processing time evaluation here is to provide
an order of magnitude of time elapsed for binarizing the whole
datasets. The training-times for the AI-based algorithms were not
computed. The processing device was:

• CPU: Intel(R) Core(TM) i7-10750H CPU @ 2.60GHz
• RAM: 32GB
• GPU: GeForce GTE 1650 4GB

The competing algorithms were implemented using two operating
systems and different programming languages, for specific hard-
ware platforms such as GPUs.

• Windows 10 (version 1909):
– DeepOtsu (team A): Python 3.6 with GPU
– YinYangFilter (team C): Java 14
– HMKO (team D): Matlab 2018a
– team E: Python 3.6 with GPU
– team F: Matlab 2017a

• Linux Pop!_OS 20.04:
– Dilated-UNet (team B): Python 3.6 with GPU

Some experiments have been done with the algorithms that can
be executed on both OS, and no significant processing time differ-
ence has been noticed. That is likely due to the fact that the exact
same hardware and up to date compilers have been used in all cases.
Although the user programming languages were Matlab, Python
and Java, it is known that they are often used as an API to lower
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level implementations, leading to smaller differences in time purely
due to the programming language used. Also, modern compilers
are all nearly equally efficient. That can be easily verified by the
results, as some algorithms using GPU performed fast, while others
were slow. As for the Matlab implemented ones, some were among
the fastest, while others among the slowest methods. Thus, if some
optimization is made, using modern versions of the compilers, most
algorithms should have similar performance in different languages.

The mean processing time was used in the analysis. The primary
purpose is to provide the order of magnitude time of the processing
time elapsed.

6 RESULTS
The DocEng’2020 Time-quality binarization competition assessed
the quality of binary document images produced by forty-nine
algorithms, eight new and forty-one “classical” ones. The evaluation
was performed considering the quality of the produced images and
the processing time.

The quality was measured based on the proportions of black-
to-white pixels (𝑃𝑒𝑟𝑟 ) in the digitally generated document and a
new OCR-error count based on the Levenshtein distance ([𝐿𝑑𝑖𝑠𝑡 ]),
which measures the similarity between the OCR produced text and
the original text. The mean processing time was taken to evaluate
the order of magnitude of the time complexity of the algorithms.
For all measures, the mean value is presented and the ranking is
decided at the individual image level.

Several conclusions may be drawn:

(1) The best ranked algorithms vary according to the condi-
tions of the captured images, reinforcing the claim that no
binarization algorithm is good for all document images.

(2) In most cases, the classical algorithms were dominant among
the best ranked; however, in several situations, as for Mo-
torola Z2, one or more of the new algorithms presented
similar quality results with the top three, but processed the
images much faster.

(3) Using the same device and capture angle, but turning the
strobe flash on or off strongly impacts the performance of
the algorithms, leading to completely different rankings. The
classical algorithms are the most impacted, as the new al-
gorithms appearing in the flash ON rank still appear in the
same device flash OFF rank. The classical algorithms often
drop enough positions to leave the top from the ranking,
either using [𝐿𝑑𝑖𝑠𝑡 ] or 𝑃𝑒𝑟𝑟 as an error measure.

This competition provides another evidence that “no binarization
algorithm is good for all types of document images".
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Table 2: Final Results

Pixel Proportion OCR Error

OFF ON OFF ON

# Alg. 𝑃𝑒𝑟𝑟 Time (s) Alg. 𝑃𝑒𝑟𝑟 Time (s) Alg. 𝐿𝑑𝑖𝑠𝑡 Time (s) Alg. 𝐿𝑑𝑖𝑠𝑡 Time (s)

Apple iPhone 6

1 D 0.54 0.10 Bradley 0.67 0.22 IsoData 0.98 0.03 WAN 0.97 0.70
2 F1 0.52 3.45 F1 0.57 3.15 Otsu 0.98 0.01 Bataineh 0.97 0.08
3 Minimum 0.52 0.03 A 0.77 2,529.66 Li-Tam 0.97 0.03 D 0.97 0.04
4 Bradley 0.64 0.22 ISauvola 0.84 0.26 Huang 0.97 0.04 F1 0.97 3.15
5 Singh 0.55 0.26 D 0.64 0.04 D 0.97 0.10 Nick 0.97 0.11
6 C 0.64 1.08 Bernsen 0.77 1.73 F1 0.98 3.45 Bradley 0.97 0.22
7 Wolf 0.61 0.15 Su-Lu 0.72 1.07 Wolf 0.98 0.15 ISauvola 0.97 0.26
8 Nick 0.58 0.12 C 0.72 1.17 Minimum 0.97 0.03 F2 0.97 3.44
9 IsoData 0.66 0.03 WAN 0.86 0.70 Bradley 0.97 0.22 Singh 0.97 0.24
10 Gattal 0.65 76.19 F3 0.77 4.14 Moments 0.97 0.03 JiaShi 0.97 14.23
11 ISauvola 0.87 0.28 Lu-Su 0.90 98.22 Prewitt 0.97 0.03 Su-Lu 0.97 1.07

Apple iPhone SE

1 F1 0.51 3.20 F1 0.63 3.42 IsoData 0.98 0.03 Singh 0.98 0.27
2 C 0.61 1.29 Bradley 0.76 0.25 Otsu 0.98 0.01 Nick 0.98 0.12
3 D 0.66 0.04 D 0.74 0.03 Li-Tam 0.97 0.03 ISauvola 0.98 0.28
4 Minimum 0.53 0.08 Nick 0.68 0.12 Huang 0.97 0.04 Bradley 0.98 0.25
5 Nick 0.50 0.12 Singh 0.69 0.27 D 0.97 0.10 D 0.98 0.03
6 Singh 0.50 0.28 Bernsen 0.77 1.93 F1 0.98 3.45 F1 0.98 3.42
7 Wolf 0.61 0.18 C 0.76 1.42 Wolf 0.98 0.15 JiaShi 0.98 15.89
8 Bradley 0.75 0.25 ISauvola 0.84 0.28 Minimum 0.97 0.03 Wolf 0.98 0.17
9 Bernsen 0.68 1.94 Su-Lu 0.71 1.19 Bradley 0.97 0.22 Bataineh 0.97 0.09
10 Sauvola 0.55 0.13 A 0.85 2,723.68 Moments 0.97 0.03 F2 0.98 3.46
11 Gattal 0.60 74.68 Bataineh 0.90 0.09 Prewitt 0.97 0.03 WAN 0.97 0.78

Motorola Moto Z2

1 Bernsen 0.60 2.52 F1 0.56 3.28 D 0.98 0.05 F2 0.98 3.60
2 D 0.64 0.05 Wolf 0.60 0.21 IsoData 0.98 0.16 Bradley 0.98 0.31
3 ISauvola 0.69 0.38 Bernsen 0.65 2.31 Wolf 0.98 0.22 Bataineh 0.98 0.11
4 Bradley 0.64 0.32 D 0.64 0.04 Singh 0.97 0.37 IsoData 0.97 0.13
5 Wolf 0.59 0.22 Bradley 0.66 0.31 Nick 0.97 0.16 Nick 0.97 0.15
6 F1 0.58 3.33 F3 0.72 4.52 Sauvola 0.97 0.16 ISauvola 0.98 0.35
7 A 0.79 3,986.92 ISauvola 0.74 0.35 DocDLink 0.97 215.13 Prewitt 0.97 0.13
8 E 0.77 13.60 Singh 0.67 0.36 Otsu 0.97 0.02 Singh 0.97 0.36
9 DocDLink 0.79 215.13 C 0.70 1.37 Prewitt 0.97 0.16 D 0.98 0.04
10 DocUNet 0.79 131.13 DocDLink 0.84 205.36 A 0.97 3,986.92 Otsu 0.97 0.01
11 Singh 0.69 0.37 Lu-Su 0.83 125.01 Bradley 0.97 0.32 Sauvola 0.97 0.15

Samsung Galaxy N4

1 ISauvola 0.58 0.40 Bradley 0.98 0.34 E 0.58 14.46 Bataineh 0.98 0.12
2 D 0.61 0.05 ISauvola 0.98 0.40 ISauvola 0.56 0.40 WAN 0.98 1.11
3 Bradley 0.61 0.34 Bataineh 0.98 0.12 DocUNet 0.60 133.84 F1 0.98 3.43
4 DocUNet 0.65 131.95 D 0.98 0.05 F3 0.59 5.00 Bradley 0.98 0.35
5 E 0.67 14.23 IsoData 0.98 0.17 F1 0.55 3.43 F2 0.98 3.48
6 F1 0.57 3.35 F1 0.98 3.35 Bradley 0.65 0.35 Wolf 0.98 0.23
7 F3 0.64 4.86 Otsu 0.98 0.02 Ergina-G 0.64 52.33 D 0.98 0.05
8 Lu-Su 0.65 176.43 F2 0.98 3.42 D 0.64 0.05 Otsu 0.97 0.02
9 Ergina-G 0.67 51.31 Nick 0.98 0.17 DocDLink 0.63 229.31 IsoData 0.97 0.17
10 Moments 0.70 0.17 Moments 0.98 0.17 Lu-Su 0.69 167.78 ISauvola 0.97 0.40
11 Bernsen 0.76 2.63 WAN 0.98 1.10 Ergina-L 0.64 52.56 JiaShi 0.97 22.92
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